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Abstract

A shared mixed-reality space is a space where mul-
tiple people share the perception of mixed reality. The
people communicate one another in looking and feel-
ing the events in real world augmented by virtual ob-
jects. To realize natural and effective communication
in this space, we are investigating several techniques
which overcome the drawbacks of mixed reality space
and of real space. In this paper, we describe the basic
idea, fundamental techniques, and their integration.

1 Intr oduction

Mixed Reality (MR) is integratedtechnologythat
meiges real world and virtual world. Many applica-
tions are proposedbasedon this framavork, someof
which realizereality augmentatiorwith virtual objects
or views, othersrealizeon-demandnformationservice
atarnytime andaryplace.

As a natural extension, there are considerablede-
mandsfor a SharedVixed Reality Spacg hereafterab-
breviatedby SMRS)wheretwo or morepeoplesharehe
senseof mixedreality. By allowing two or morepeople
joining thesameMR spaceandby supportingtheir mu-
tual communicationyve canconsideralarge numberof
applicationsandthosewill potentiallybe communica-
tion stylesof next generation.

Regardlessof its importance,we have certain dif-
ficulties in supporting convenient communicationin
SMRS.Thedevicesrequiredfor MR, eg. HMD (Head
Mount Display), often interferecommunicatioramong
people, and narrov communicationchannelsusually
make sharingawarenesdifficult. The aim of our re-
searchis to improve andaugmensuchcommunications
by restoringthe lost informationand by managingand
editingavailableinformation.

In this paper we introduceour approacheso this

Figure 1. Typical situation (scene)

Table 1. Typical situation (scenario)

(1)Taro: “Hi, Jiro”

(2)Jiro: “Who isit?”

(3)Taro: “It' sme”

[Corversationfor awhile]

(4)Taro: “That DVD drive doesnt work well. Why
don't you replacet?”

(5)Jiro: “Which drive?”

(6)Taro: “On theleft handside.Canyou seeit?”
(7)Jiro: “OK. | gotit. How canl replacet?”

(8)Taro: “First, pull thatlever... Next, scrav the..”

problem: restoratiorof eye-contacty faceimagesyn-
thesis,pointing enhancementy visualizing gazingdi-
rection(line of sight) andpointing direction,intelligent
videocapturingandswitchingfor sharingattention,and
annotatiorcapturingfor sharingessentialnformation.



Table 2. Typical situation (scenario cont’d.)

[After Tarowentout. Jirois trying to replacethedrive]

(9)Jiro: “Hmm... | think I'm lost... Whatshouldl do?”

[When Jiro pointedthe DVD drive, the systemsplay-
backsTaro’s explanation]

(10)Jiro:“OK. I gotit! It'seasy..”

2 Communication in Shared Mixed Real-
ity Space

We have variouscommunicatiorchannelsn thereal
world. Non-verbalbehaiors, aswell asverbalcommu-
nication, have importantrolesin our ordinary commu-
nications. In SMRS ervironment,however, suchcom-
municationsareoftenblockeddueto thespecialdevices
or narrov communicatiorchannels.It causedifficul-
tiesin sharingawarenes®r in directingattentionto the
right portion.

For betterunderstandingget us consideranexample
in Tablel. Supposehattwo personstaroandJiro meet
in aSMRS,andTarobeginsto explain animportantop-
erationof a machine.In the beginning portion (1)—(3),
Taro was not sureif Jiro noticed his presence.When
Taromentionedhe DVD drive (4)—(8), he haddifficul-
tiesin checkingif Jiro wasalsolooking atit. He may
alsohave felt inconveniencan specifyingthedrive.

Thus,in SMRS,we needcommunicatiorsupportfor
sharingattentions. For this purpose we developedthe
following mechanismasshowvn in Figure2.

Eye-contactrestoration: Lost eye-contactis recor-
ered by overlaying the eye imagesonto the users
facial view. Restoredeye-contactworks asa good
index for thefocusof attention.

Pointing augmentation: Pointing line visualization
andpointedobjectemphasidelpthe usersmutually
pay attentionto theright portion.

Intelligent video capturing and view selection:
Simultaneousvideo capturingfor different tamgets
andgiving appropriateviews are good supportsfor
payingattentionto the mostrelevantportion.

Annotation recording and on-demandplayback:

By recording the scene and playing back on-
demand,communicationcan be enhancedbeyond
limitations of time. We can easily think of the
situation(9)-(10)in Table2.

Thus our research augments communication in
SMRS by restoringviews, overlaying images,switch-
ing views, and playing backthe recordedmovies. We
will briefly introducethe above functionsin the follow-
ing sections.
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3 Support for Nonverbal Communication
and Sharing Attention

3.1 Eye Contact Support

As shown in Figure 1, eachusers face is partially
hidden by an HMD, which blocks eye-contact. Al-
thoughHMD is gettingsmaller it is almostimpossible
to makeanHMD completelytransparent.

To copewith this problem,we proposea new tech-
nigue for restoringeye-contactand gazeawarenessy
synthesizingand overlaying the expectedfacial image.
Figure3 shavs the overview of our system.The 3D ap-
pearancef users faceis recoreredusingthe computer
vision technique,and is synchronizedwith the users
currentheadmotion. The eye-appearancis alsosyn-
thesizedbasedon the eye movementsmeasuredy our
eye-trackingHMD.



3.1.1 Offline ProcessingModel Acquisition)

The modelacquisitionprocesshasthreesteps:3D geo-
metric modelacquisition facial texture acquisition,and
acquisitionof detailedtexturearoundeyes.

3D geometricmodel

We reconstructhe users 3D facial modelby usingfac-
torizationmethod,thatis a computervision technique.
First, we reconstructa facial 3D shapefrom threein-
put facial imagesfor which the correspondences the
referencepointsareknown.

In this method, rotation matrix, a geometric 3D
modelandtranslationcomponentarecalculatedby us-
ing positionsof referencepointsin threeimages. Let
the matrix which has2D positionsof referencepoints
be WW. The positionin W is normalizedby eliminat-
ing translationcomponentFacial3D modelcanbeesti-
matedusingthefollowing singularvaluedecomposition
technique[?

W = RS 1)

wherethematrix R is therelative positionof thecamera,
ands is thefacial 3D model.

Expandedtexture

We usethe expandedexture, which is a generictexture
in which texturesfrom threeimagesare blended. For
ary orientationsof the face,the samegenerictexture is
usedfor thesameportion. Thiscontributesto reducethe
computationatime, sincewe canbeforehandalculate
theblending,whichis themosttime consumingortion.

Texturesareregisterecbasecdn triangularpatcheof
which verticesarethe above referencepoints. Thetex-
turesare expandedaccordingto their actualsizein the
3D model. For this purposewe measurdhe distanceof
eachreferencepointson 3D modelfrom the centralref-
erencepoint on the nose. Then,we usethe 3D distance
for placingtheverticesof a patch.

Figure4 shavs the outline. Theleft sideof Figure4
shavs the geometricmodel. The right side of Figure4
shaws the crosssectionof this plane. We measureghe
distancefrom the central referencepoint to the other
referencepoints on this crosssection. The expanded
texturearegeneratedby blendingmultiple inputimages
with thesereferencepoints.

Figure 5 shavs an example of expandedtextures.
The local deformationof a texture becomeslarge as
the distancefrom the centralreferencepointsbecomes
large. However, we do not losetexture informationbe-
causethis deformationusually makesthe texture patch
largerthantheoriginal one.
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Figure 4. Expanded texture generation

Figure 5. Acquired expanded texture

Texture around eyes

Texture changeon an eyelid are comple, thoughthe
eyelid motionis comparatiely simple. To simulateeye
movementsandblinking, we needa differentapproach
for thetexturesaroundeyes.

We get eyelid texture at arbitrary stateby using 3D
modelsgeneratedrom two setsof facial imageswith
open/closeyes.

For texturesinsideeyes,we approximate3D rotation
of aneyeballby 2D texture changesTo obtaintextures,
we cut out eyeball texture from facial imagesasshovn
in Figure6. By registeringthe partial eyeball texture
for variousgazingdirections,we obtainthe whole eye-
ball texture. An exampleof generate@yeballtexture is
shavn ontheright sideof Figure®.

Finally, asshavn at the bottom of Figure 7, we ob-
tainthetexturefor arbitraryfacial orientationandgazing
directions.

3.1.2 Online ProcessingRealtime Rendering)

Face orientationis measurecdoy the abose mentioned
infrared sensor A correspondindacial imageis ren-
deredthrough3D geometricmodel rotation and facial
texture mapping. In addition, gazingdirectionis mea-
suredby thesensingdevice attachedo anHMD. Using
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Figure 7. Realtime facial image rendering

thedirection,pre-storedeyeballandeyelid textures,eye
expressionsare generatedn realtime. Then,the syn-
thesizedfacial imageis overlaid at the currentposition
of theusers head.

We have developeda prototypesystemon an ordi-
naryPCto demonstratéheeffectivenesof theproposed
method.As in Figure3, 3D position,whichis measured
in the sensorcoordinatesystem,is sentto the PC via
Ethernet.Also, the users gazingdirectionis measured
in real-time,andsentto thePC.Then,we gettheresults
asshowvn in Figure7 and8.

3.2 Pointing Augmentation

Figure9 shavstheoverview of ourpointingaugmen-
tationsystem.The locationof areferencedbjectis es-
timatedby the intersectiorof theusers gazingline and
the pointing line. The 3D positionof the userandthe
armorientationareobtainedby usinga positionsensor
Thegazingdirectionis approximatedy the opticalaxis
of the cameraattachedo the HMD. Then,we estimate
the intersectingpoint by assuminga virtual planethat
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Figure 8. Overlaying facial image
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Figure 9. Overview of pointing augmenta-
tion

includesthe users gazingline andby calculatingthein-
tersectionwith the pointingline asshavn in Figure 10.

Torealizethismechanismwe needto useseveralpo-
sitions and orientationsmeasuredy differentsensors.
To dealwith their conversion,we usethefollowing four
coordinatesystems.

World coordinate systemW (Xw, Yw, Zw):
coordinatesystemof the SMRS.

Sensorcoordinate systemS (Xs, Ys,Zs): The 3D
coordinatesystemof theinfraredpositionsensor

User coordinate systemU (Xu, Yu, Zu): The 3D co-
ordinatesystemdefinedon the HMD.

Camera coordinate systemC (Xc, Yc, Zc): The 3D
coordinatesystemof the cameraattachedto the
HMD.

Figure 11 illustratesthe relationshipamongthesefour
coordinatesystems.We needto considerthe following
transformatiorbetweerthe coordinatesystems.

1. The transformationbetweenthe sensorand world
coordinatesystemy Mg2,,). This transformations
usedto representhe positionsof markersattached

The 3D
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Figure 11. Coordinate systems

to the users armandHMD in the world coordinate
system.

2. Thetransformatiorbetweenthe world anduserco-
ordinatesystemg M2, ). This transformatiorrep-
resentghe positionandorientationof the HMD in
the world coordinatesystem. This can be calcu-
lated using three marker positionsattachedto the
HMDI7].

3. Thetransformatiorbetweertheuserandcameraco-
ordinatesystemgM,,»..). Thistransformatiorrepre-
sentsthe poseof cameraattachedo the HMD. This
can be calculatedby multiplying inversetransfor
mation of M2, andthe initial M,... Theinitial
M2, representsheinitial positionandorientation
of HMD. This canbe calculatedthrougha camera
calibrationprocess.

4. Finally the positionandposeof anHMD, M in Fig-
ure11l,is obtainedoy multiplying thesetransforma-
tions.

An exampleis shavn in Figure 12. The estimated
position of the tamget is highlighted. Figure 12(a) is
the view displayedfor the pointing person,(b) and(c)
shavs the views displayedfor anotherperson.Thusthe

(c) view for anothemerson

Figure 12. Example of pointing augmenta-
tion

attentionof two or morepeoplearedirectedto theright
portion.

4 Communication Enhancementby Intel-
ligent Video Capturing and Annotation

4.1 Intelligent Video Capturing

Supposea situationthata persoris demonstratinghe
usageof a complicatednachineasshavnin Figure13.
Whenthespeakeexplainsanimportantdevice by hold-
ing outtowardus,we needto carefullylook atit. When
we wantto telecommunicatghis scenewe usuallypre-
feraclose-upshot(Figure13(a))or anextremeclose-up
shot(Figurel3(b)).

To automaticallyobtaintheseshotsandpresenthem,
we needto computerizehefollowing functions:
cameracontrol: Shootingand tracking of important

portionswith appropriatecameravorks.
focusrecognition: Recognitionof the events occur

ringin aSMRS,anddetectinghefocusof attention.
selectionand emphasis: Selectionof the bestviews

andemphasizingmportantportions.

We aredevelopinga systemwhichrealizegheabove
functions. Figure 14 shows an overview of our sys-
tem. Multiple pan-tilt camerashootat importantpor-
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tions. Eachcamerais assigneda uniquetarmget andan
objectie for shooting. Videostakenby thosecameras
aretransmittedswitched,or recordedn MPEGformat.
This framevork is essentialfor effective communica-
tion, sinceimportantportionsare often scatteredn a
scene,and someof them such as handsor important
objectsoften moves arbitrary For cameracontrol and
behaior recognition,we have magneticsensorgor de-
tectingthe speakess position.

This framevork also includes event recognition
whoseoutputis usedfor video switching and editing.
For this purpose the systemhasa speechrecognition
moduleandthe abose mentionedoositionalsensorsin-
tegration of speechand mavementsrecognitionis the
key techniqueto realize automatedswitching or edit-
ing for giving comprehensiblgideos.Accordingto the
recognitionresults,the systememphasizeshe focus of
attentionby switchingtheviews or choosingherelevant
portions. Thus, the systemgives views that a speaker
wantsto shov or thatviewerswantto see.

Figure 15 shavs an example,in which an objectis
held out by a speaker One cameraalwaystrackedthe
right handof thespeakerandwhenheheldoutanobject
asshavn in Figurel5(a),the systemswitchedthevideo
to the close-upviews asshown in Figure 15(b). Thus,
thefocusedobjectdrewn theaudiences attention.

Herewe will briefly describeéwo importantpointsof

=

b) emphasizehe object

(d) emphasiz¢hework

(c) manipulation

Figure 15. Example of video capturing and
view selection

this research.

Camerawork

First, we proposedadaptve cameracontrol basedon
whattarget (subject) we wantto shoot,andwhataspect-
of-target we wantto capture. Basically a tamgetis the
objectto betrackedby a cameraandthe above aspect-
of-taigetdeterminediow to trackit.

We currentlyconsiderfour kinds of tamgets.

<speaker> aspeakeralecturer or aninstructor

<workspace> adynamic spacevhereamanipulation
suchasassemblingr cookingis goingon.

<object> animportantobjectto bepaidattention.

<place> animportantstatic placeto be paid atten-
tion.

Next, we cateyorizedaspect-of-tagetconsideringhe
focusof attention:

<circumstance> Tamet's circumstancehatincludes
position, trajectory or spatialrelationshipto other
objects. This is suitablefor giving the overview of
a presentatioror manipulationwith a wide-angled
view.

<movement> Tamget movementsthat may include
frequentsmallmotionssuchashandmotionsin ma-
nipulations.

<appearance> Tamet's appearancesuchas shape,
or color.

Basically every camerds alwayscontrolledto shoot
atits target. Rapidandfrequenimotion,however, causes
shaly and irritating view changeswhich we needto
avoid asmuchaspossible For this purposewe propose
(a) cameramotion smoothingby the Kalmanfilter and
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Figure 16. Motion and posture detection

(b) cameramotionsuppressioby thevirtual-frame con-
trol. We canadapta cameravork for variouspurposes
by tuningthe parametersf thosemethods.Detailsare
describedn [17].

Behavior recognition

The secondimportant point is behaior recognition,
which detectsthe focus of attention. We are currently
dealingwith five kinds of behaiors. To detectthosebe-
haviors, we needmultimodalprocessing.

Table3 shaws the speecttluesthatwe arecurrently
using,andshaws thefocussuggestedby the clues.The
first columngivesthewords,thesecondyivesthebeha-
iors, andthethird givesthe focusof attention. In each
pair of rows, theuppermrow shavs Japanesexpressions,
andthelowerrow shavs EnglishexpressionsSincethis
systemis designedor Japanesehewordsin theupper
row areactuallythetargetsof speechrecognition.

Speakess motionsor posturese.g. handpositionor
velocity, arealsothe mostusefulclues. The following
featuresare simple and do not needary sophisticated
analysisandefficientrealtimeprocessings possible.

¢ local maximaof armstretch
¢ local minimaof pseudovelocity changeof ahand

If the arm-stretch-changat a local maximais larger
thanthe thresholdvalue, the first conditionis satisfied.
For detectingthatbothhandsareon/abwe the desk the
distancenetweerbodyanda handis calculated.
The conditionfor detectingeachbehaior is asfol-
lows:
pointing/holding-out: Table3(a),(b) andFigurel6(a)
manipulation/illustration: Table 3(c) and Fig-
ure16(b)
notifying passagechanges: Table 3(d) and Fig-
ure 16(c)
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Figure 17. Condition of view switching

If the systemdetectsboth speechclues and mo-
tion clueswithin a certain period, the systemaccepts
the correspondingbehaior. We previously investi-
gatedthe occurrencetime differencebetweenspeech
and motion[1§. The statisticsshaved that, in around
90%casesspeecttluesandmotioncluesoccurswithin
2 seconddrom eachother This durationis enoughfor
the conditionon offline processingFor online process-
ing, however, the speechrecognitionsometimeshasa
delaylongerthan2 seconds.We setthe durationto 3
seconddor onlineprocessing.

Video switching

By selectingthe most relevant view accordingto the
events,we canobtaina comprehensiblgideoasshovn
in Figure18. This selectionis fully automatedy using
anelectronicswitchercontrolledby ahostcomputer

The switching conditionis briefly shavn in Figure
17. When holding-outor pointing behaiors are de-
tected, the systemselectsthe view through camera?2
(shootingat <object>). Similarly, in the caseof ma-
nipulation or illustration behaior, the systemselects
theview throughcamera3shootingat <workspace>).
Comparingthe raw video in Figure 19 with the edited
video in Figure 18, we can easily understandhat the
systemselectsappropriateviews andthe resultis quite
satisfactory

4.2 Annotation by Video Clips

Videoscapturedby the above systemcan be useful
information sourcesfor the peoplein a SMRS. If we
can seethe recordedexplanationasin the examplein
Table2, our communicatioris augmentedbeyond limi-
tationsof time andplace.

Automatic objectrecognitionandtrackingis neces-
saryfor realizingthis mechanism.Objectsare usually
the keys in manipulationor instruction. For example,
partsare mostimportantwhenwe assemble& machine,
andthey areoftenthefocusof our attention.



Table 3. Typical examples of speech, behaviors, and focus

Typical Words Behavior Focus Example
(upper row: Japanesejower
row: English)
(@) | KORE, KONO (+ object| pointing, object KONO NEJIMAWASHI WO
name) etc. holding-out TSUKAIMASU
(this + objectname) this, etc. usethis screv driver
(b) | KOKO, KONO (+ placename), | pointing place, KOKO NI OKIMASU
etc. location
(this + location name), here, putit here
etc.
(c) | KONOYOUNI, KOUSHITE, | manipulation, manipulation, | KONOYOUNINEJIWO
etc. illustration hand motion / | MAWASHIMASU
locus
in thisway, like this, etc. drive thescrav in this way
(d) | KOKODE, SOREDEHA, | notifying  passage speaker SOREDEHATSUGINO
TSUGINI, etc. changes STEPWO HAJIMEMASU
So0,0K, Next, etc. OK, goontothenext step

Switched
Video
Speech (Japanese) Kono note PC niha... Konoyouni display...
Speech (English) This note PC... In this way, there is no...

Motion Information  no relevant motion

the hand is on the desk

Sokode, kono adapter wo
So, this adapter is...

holding an object in front of him

Figure 18. Result of view switching
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Object
Shot

Workspace
Shot

Figure 19. Videos from three cameras

For this purpose we considerobjecttrackingon the
following conditions:

e Thereis no prior knowledge about objects size,
color, texture,andsoon.

e Thebackgroundnaychangeatary time duringma-
nipulation.

On the otherhand,we cannaturallyassumehe fol-
lowing restrictions.

¢ Mostof theimportantobjectsaremaoved or manipu-
latedby humanhands.

e Thespace(volume)in which importantobjectspo-

tentially appeais known.

Evenwith the above two restrictions the abore con-
ditions are still severe. Object rotation or occlusion
causedy graspingcaneasilyalterthe object’s texture,
andmoving peoplein the backgrounchddseriousnoise
thatcannotbe easilyeliminated.

To cope with this problem, we proposeda novel
methodfor tracking objectswhich appearin manipu-
lations. For the robust objecttrackingunderfew con-
straints we usemultiple imagesensorsthatis, anRGB
cameraastereocamera[l} andanIR (infrared)cam-
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era. With this method,our systemtracksa hand-held
objectat video-rateeventhereareothermoving objects
or peoplewith skin colorregionsin the background.

The overview of our systemis shavn in Figure 20.
Thesystendetectghefollowing regionsfrom threesen-
sors.

RGB Camera: skin-color-region andmoving-region.

Infrar ed Camera: skin-temperature-region, thatis a
regionwith theintensitycorrespondingheskintem-
peraturej.e. around34°C

StereoCamera: in-volume-region, thatis a region in
the volumein which handsandrelatedobjectsap-
pear

By integratingtheabove regions,hand-region andheld-
object-region aredetectecbasedn thefollowing idea.

hand-rgion = in-volume-rgion A moving-region
A skin-temperature-ggon A skin-colorregion (2)

held-object-rgion = in-volume-rgjion
A moving-region A —hand-rgjion

3)

Eachimagesensor

For detectingskin-colorregion, we createda skin color
modelby gatheringhestatisticsof pixelscorresponding

to skin regions, and determinedthe parameterof the
distribution.

For skin-temperature-ggon, we examinedthe pixel
valuesin real handregion and thosein typical back-
ground, and determinedthe thresholdfor extracting
skin-temperature-ggon. Our IR cameracapturesin-
fraredlight with the wavelengthbetween7 and 14um,
which covers the dominantwavelengththat a human
bodyemits.

For in-volume-rgion, we assumedhat the width,
height, and depthof the workspaceare known. These
canbe changedaccordingto the spatialarrangemenof
the workspaceandthe cameraposition. Objectsin this
volumecanbedetectedy usingthe depthmapobtained
by the stereocamera.

Integration for multiple imagesensors

Prior to the actual region extraction and tracking, we
need geometriccompensatiorand synchronizationof
the imagesfrom three cameras. For geometriccom-
pensationwe usea quadraticmodel. Althoughthe IR
camerahasheavy radial distortion,25 referencepoints
areenoughto calculatethe parametersTo compensate
thelateng of stereccomputatiorandtransmissionime,
eachimageis attachedts capturedime. Thedepthmap
imagecapturecatthenearestime is usedwith theother
two images.

As shawn in Figure 21, hand-rgion is detectedby
taking logical AND operationof the four regions as
shavn in equation2. The extractedhandregion can-
didatesare labeledafter region expansion-contraction.
Then, at mosttwo regions whoseareaare larger than
thethresholdareregisteredashand-rgion.

Throughthe position smoothingby the Kalman fil-
ter, the final estimatedposition of the objectis deter
mined. By repeatingthe above processat video-rate,
the estimatedositionof a held objectis obtainedat ev-
eryframe. Thedetectedegionsareshavn in Figure22,
andexamplesof trackingresultareshowvn in Figure23.
As we canseein thesdigures,theheldobjectis well de-
tectedandtrackedevenwhenthe outputof eachsensor
hasmuchnoise.

As shavn in Figure 23, we evaluatedour systemin
two situations.SceneA is a simplescendan which one
personis holding and moving an object. SceneB is
a more complicatedscenewith multiple objectson the
worktableandwith anothempersorwalking behind.

Regionswerecorrectlydetectedor 97%and93% of
framesin sceneA andsceneB, respectiely. For scene
B, trackingwasalittle morefailedthanin sceneA, since
the box with skin color and the walking personmake
misleadingregions.However, therateof trackingfailure
is still lessthan6%, which is difficult to achieve by a
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skin-colorregion, lowerleft: skin-temperature-ggon,
upperright: in-volume-rgion, lowerright: moving-
region)

Table 4. Detection and tracking perfor-
mance

#Total #Ii_)etectlon #Track|ng

failure failure

SceneA | 1350frames| 30(2.2%) | 4(0.3%)
SceneB | 1350frames| 11(0.8%) | 80(5.9%)

singleimagesensor
Actual applicationexampleis presentedn the next
section.

5 Experimental System at University of
Tsukuba

We are developing an integrated systemat Univer
sity of Tsukuba. The above four functionsareimple-
mentedn two rooms.Oneroom mainly hasvideo cap-
turing and annotatiorrecordingsystemsandthe other
has eye-contactrestorationand pointing augmentation
systems.Thesetwo sitesareconnectedy Gigabit Eth-
ernet, which can transmit several MPEG2 streamsin
both directions. The overvien of our systemis shavn
in Figure24.

In the followings, we briefly introducepossiblesce-
narioon our system.It is composedf two parts:Scene
1is preparedor demonstratingntelligentvideocaptur
ing andannotatiorrecordingandScene? is preparedo
demonstrat@ointingaugmentatioin SMRS.For these
scenariopur experimentalresultsareshovn in thefol-
lowings.

Figure 23. Scene A (left) and Scene B
(right)

Scenel: Intelligent video annotation capturing

By combining object tracking with the intelligent
video capturingsystemwe cangetmovie clips thatare
directly linked to the objectsin a SMRS.This scenario
is onthe corversationbetweera guestanda waiterin a
restaurant.

Figure 25 shaws the severalimagesof the scene.A
waiteris giving an explanationof the dishto the guest.
First,whenheheldthedish,the systemdetectedt, and
the rectanglewith the dottedlines shows the location.
When he gave the explanationof the dish by speak-
ing “This dishis ...”, the systemrecognizedhe beha-
ior, andregisteredhis annotationasthe informationon
dishes.This stepis noticedby theredthick lines over
laid on the dottedlines. Whenhe put the objecton the
table thetextureandthe positionof the objectwerereg-
istered,and the capturedannotationwaslinked to the
objectregion.

Scene2: Pointing augmentation

By pointing augmentationthe systemsupportscon-
versationamongtwo or more people. Figure 26 illus-
tratesthe systemconfigurationusedin this demonstra-
tion.

This scenariois on two users’talking aboutexhib-
ited food samplesTwo peoplecameto arestaurantand
they beganto talk aboutthe exhibited food samplesas
shavn in Figure27. Whenoneuserpointedout afood,
it was highlighted,and at the sametime an annotation
movie taggedo this food waspresentedo the partners
HMD (Figure28). Theannotatiormovie wasstoredas
the movie databasereatedby the above system.Thus
the userscancommunicatevith fully understandindgyis
partners attention. Two userscanalsosharethe atten-
tion by presentingthe augmentedpointing even if the
usersaretemporallyand/orspatiallyapart.

6 Conclusion

In this papey we introducedthe basicideaof SMRS.
To supportcorvenientcommunicationsn SMRS, we
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Figure 24. System overview

proposedeye-contactrestoration,pointing augmenta-
tion, intelligentvideo capturing,andannotatiorrecord-
ing for sharingessentiainformation. Throughsomeex-
perimentsasshavn above, we verified that our method
effectively supportsfor keepingawarenessandsharing
attentions.

Although elementaryfunctionsare working, we are
still integratingtheminto a system.In the nearfuture, it
will beareallyhuman-orientedyberspac¢hatsupports
andaugment®urordinaryandnaturalcommunications.
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