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ABSTRACT

This paperintroducesa novel methodfor analyzingvideo
recordswhich contain personalactiities capturedby a
head-mountedtamera. This aimsto supportthe userto
retrieve the mostimportantor relevant portionsfrom the
videos.For this purposewe usethe users behaiors which
appearwhen he/shepaysattentionto something. We de-
fine two typesof thosebehaiors, oneof whichis “gazeat
somethingn a shortperiod” andthe otheris “stayingand
continuouslyseesomething”. Thesebehaiors andthe fo-
cusedobjectcanbe detectedby estimatingcameraandob-
ject motion. We describe,in this paper the detailsof the
methodand experimentsin which the methodwasapplied
to ordinaryevents.

1 Intr oduction

We often needa help for recordingor memaorizingour
activities. Although we canusuallyremembelimpressie
events,it is hardto recallthingsin detail, e.g. in which or-
derwe did somethingor whatwasthere. We hopedevices
for augmentingour memory Fortunately in the nearfu-
ture, we will certainlygetwearablehardwarewith enough
computationapower to dealwith real-timeimageprocess-
ing andlargeamountof videos.Oneof theleadingworksis
DyPERSwhich givesappropriateinformationto the users
accordingto what the usersees[]l. The systemretrieves
pre-recordednformation whena pre-rayisteredobjectap-
pearsin theusersview.

However, we still needconsiderablesfforts to realizea
systemthat we canrecordour activities andlook up accu-
mulatedrecords.

Oneof themostimportanttopicsis datastructuring sum-
marization, and retrieval from enormousrecords. Those
videostakenas personalexperiencescan be long and re-
dundant,and the userneedsto take greatpainsin search-
ing for the right portion. This disadwantagemay spoil the
merit of video records.Kawashima,et al., have developed
experimentalsystemswhich pick up importantsceneshy

detectinghumanfacesandsoon|[2, 3]. Thishelpstheuser
to recallthemeetingor corversationswith otherpeople.

Ontheotherhand,it is still difficult to dealwith detailson
our experimentsfor example,recordingandretrieving the
procesf importantoperations.We aretackling with this
problemby our structuralanalysisasndsummarizatiorof the
video data. We proposea novel methodwhich utilizes the
users headmotionfor gazinga target. First, we definetwo
typesof thosebehaiors. Next, we proposea methodfor
detectingthosebehaiors by estimatingcameraandobject
motion. Then, structuringvideosbasedon thesebehaiors
effectively reduceghe users efforts to recallor retrieve the
informationhewants.

2 Attention and Apparent Motion

2.1 Head-mountedCamera

The systermneeddo capturethe scenearoundthe userat
arytime he/shewvants. The mostplausibleway is to carrya
cameraattachedo the user We think the bestposition of
the cameras on head sincethe view from the cameracan
be similar to whatthe usersees.The usercaneasilyrecall
whathappenedby checkingthe view.

As mentionedabore, we needstructuringand summa-
rizationof therecordedlata,sincethey areusuallylongand
redundant.Our systemstructurallyanalyzeghe videosby
detectingtwo kinds of scenesn which the userintention-
ally looksatsomething Figure1! shavsthe brief overview
of our idea. By detectingscenesvhich would be anchors
of our memory the systemenablesusto browseour activ-
ity records.Thusvideorecordscanbe effective tools for a
variety of applicationsanaugmentegbersonamemory;an
instructionmanualwhich containgeachers view; atool for
sharingexperiencefor the peopleinvolving the sametask.

1Since somefiguresin this paperare too small to look at details, we
preparedull resolutionversionat ourwebsite.
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Figurel: Overview: Theupperrow shons wherethe user
was and what the user continuouslysaw; the lower row
shavswhatusergazed.

(http://mwwimage.esys.tsukuba.ac{p/uichi/ICME/figurel.jpg)

2.2 Attention and Behaviors

When a personis paying attentionto visual objectsor
events,headmovementsshavn in Figure2 occur For these
behaiors, we first definetwo typesof attention.Oneis ac-
tive attention, which meanggazingandtrackingsomething
in a shortperiod,andthe otheris passive attention, which
meansstayingat the sameplaceandseeingsomething.

Active Attention: We often gazeat somethingand visu-
ally track it whenit attractsour interest. If the target
staysstill, headmotionwill be Figure2(a)or (c). If the
personis moving, they will be Figure2(c) or (d). This
type of behaior lastsrelatively shorttime, e.g. a few
seconds.

PassiveAttention: We often look vaguely and continu-
ouslyatsomethingaroundoursehesduringdeskworks,
conversationspr rests. This type of behaior doesnot
alwaysexpressa persons attention.However, this kind
of scenecanbeavery goodcueto remembemherethe
personwas.Headmotionstendto bestill asshavn Fig-
ure 2(a), oftenwith small mavementssuchasnodding.
The durationof thosesceness usuallylong, for exam-
ple, 10 minutes.

We considerboth of the abore asimportantkeys which
effectively representhe video contents.Hereafterwe call
thevideoframesin whichthosebehaiors occurasscene(s)
of attention.

2.3 Image Features

Typical patternsappeain animagesequencd theabove
definedbehaiors occur Headmotionscausethe apparent
motion of the backgroundn animage,while the region of
atametis likely to stayaroundtheimagecenter In most
case,therefore,we have at mosttwo importantimagere-
gionswhich have differentapparentnotions.

In the caseof passie attention,we have to considerfFig-
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Figure3: Apparentmotionvectorson active attention

ure2(a)with smallmovementor slow movementgor look-

ing around.Theview doesnotchangenuch,andtheimages
takenduringthoseperiodslargely overlapeachother Con-
sequentlywe candetectpassie attentionby detectingsec-
tionsin which thetotal of the apparentmotionvectorstays
small.

In the caseof active attention,we have to considerntwo
differentapparentmotionsof the backgroundand the tar
get at which the useris gazing. Apparentmotion vectors
in typical situationsareshown in Figure3. Whenwe track
anobjectof interesttheapparentnotionvectorson the ob-
ject are relatively small comparedo thoseon background
asshawn in the left columnin Figure3. The region stays
still in theview for atleastseveralvideoframes.

In additionto that, if an objectis rotatingor deforming,
aregion with complicatedmotionvectorsappearasshovn
in theright columnof Figure3. If aregion of thistypestays
in theview, we considerit drew the users attention.

Therefore,we candetectactive attentionby sggmenting
motionvectorsinto two or moreregions. Usuallythelargest
regionis thebackgroundandaregion which hassmallmo-
tion vectorsis the objectat which the persongazed.



3 SceneDetection

Theflow of our scenedetectionprocesds shavn in Fig-
ured.

1. Find the correspondenceand motion parametersbe-
tweentwo consecutie images,which areapartby one
to severalframes.Weapplyacomputewisiontechnique
of motionestimationbasedn centralprojection.

2. Detectstill sceneswhich correspondo passve atten-
tion, by finding portionswith smallbackgroundnotion
andmemging them.

3. Detectatargetwhichis possiblygazedandtracked by
usingthe correspondencebtainedby 1. If atamgetis
detectedlabelthesegmentasascenef active attention.

For the above processl, we usethe central projection
model,theapparenmotionu(x) of aimagepointx canbe
calculatedoy usingthe camerdranslationt = (1, to, t3)7
andthe camerarotationw = (w1, wa, w3)”

u(x) = %X)At + Bw (1)
where,
| =f 0 =
A_[ 0 ~f y}
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f isthefocallength,Z(x) is the depthat the positionx on
theimageplane.

We denotethe intensity I(x, T') at pointx attime 7' If
theabove cameramotionandrotationoccurredduring (1" —
dt, T, thefollowing relationshipideally holds.

I(x,T)=1(x—u,T - 6t)
Thuswe canexpectto getthemotionparameterdy min-
imizing thefollowing error E.

E=Y {I(xT)—I(x—u,T —dt)}’ )

We usea new methodfor applyingthe above calculation
to shaly videosfrom a head-mounte@¢amera.thoughthe
above ideais basedon Bergen’s method[4]. Technicalde-
tailsareskippedbecausef thespace They will bereported
in thenearfuture[g.

4 Experiments

We appliedour methodto two 12 minutevideosrecorded
during office work. The videoscontainthe following sto-
ries: (i) the userwentto his supervisors room, andhada
meeting;(ii) theusercamebackto hislabanddid someas-
semblingfor a video projector We assumehat (i) and (i)
areconsecutie eventsin his daily life.
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Figure4: Flow of scenadetection

Tablel: Timerequiredfor recallingthe detailsof the operations:
Persom throughC usedour systemandpersorD throughF used
aVCR.

Person A B C D E F
Time(sec)|| 220 | 240 | 330 || 420 | 450 | 450

SceneDetectionResults

The detectedscenesare shavn in Figure5. The result
shavs our motion estimationand scenedetectionmethod
workswell for videoson ordinaryactiities, thoughwe have
notpreciselyevaluatedyet.

In each column, the vertical direction expressesthe
pseudotime axis. The left column and the right column
areconsecutie. The leftmostimagesin eachcolumnare
detectedscenesof passie attention(still scenes)yand the
imageson theright sidearescene®f active attention.

For eachsceneof passie attention,the representatie
frame is the frame at the middle of the duration, and it
is shavn with the size proportionalto the sceneduration.
Scenef active attentionareconnectedo the correspond-
ing sceneof passve attention. If it hasno corresponding
sceneijt is directly connectedo theverticalline. Therect-
anglein eachsceneexpresses candidateof the tamget to
which paidattention.

In the left column, sincethe userstayedstill, only ses-
eral scenesare detectedor (i). On the otherhand,for the
subtaskii), especiallyin theright column,mary scene®of
active attentionare detected. That shavs the subtaskge-
quirerathercomplicatedprocedures.

The detectionresultincludesnot a few falsepositives,in
this case,15 scenef active attentionout of 47 detected
scenesWe needfurtherinvestigationto eliminatefalsede-
tection,thoughthisis nota seriousproblem.

For comparison,Figure 6 shavs the samenumber of
frames(47 frames)picked up with constantintenal. We
canseemary redundanimages,while enoughimagesare
notdetectedor thecomplicatedporocedures.

User Study
To evaluatethe effectivenessof our scheme,we had a
preliminaryexperiment.



Figure5: DetectionResult: In eachcolumn,the vertical direction expressegime passing. The leftmostimagesin each
columnarethe still scenesandtheimageson the right sidearethe scene®f active attention. Eachrectanglen theimages
expressesa candidateof the target to which paid attention. (http://wwwimage.esys.tsukuba.ac{p/uichi/ICME/figure5-

1.jpg, figure5-3.jpg)

Figure6: For comparisonthe samenumberof frames(48
imagesyrepickedupwith constantnterval. (http:/[thesame

asfigure5]/figure6.jpg)

e We askedsix usersto dothe sametaskaccordingo our

memo.

e Severaldaysafter we askedhemsomequestionavhich

requireto recallthe detailsof thetask.

e We askedone group (personA throughC) to useour
GUI with theabove detectiorresult,andtheothergroup

(personD throughF) to useaVCR.

Theresultis shavn in Tablel1. Our systemshortenedhe
time neededor answeringthe questionsat the rate of 1.5
— 2. Although this is a naive experiment,this shows the
potentialof our scheme.We arenow continuingto further

experiments.
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5 Summary

In this paper we presentedhe overview of our video
structuringscheme.We first shaved how the users atten-
tion canbe estimatedrom videostakenby head-mounted
cameras. Then, we describedthe method for detecting
sceneof attentionby motion estimationbetweenframes.
Althoughour systemis atthefirst steptowardarchiving our
experimentsthe preliminaryexperimentsshovedthe good
potential.

One of the mostimportantareafor future work is eval-
uation. Otherexperimentsfor verifying our schemes cur-
rently ongoing. Oneis, for example,comparisorbetween
out systemoutputsandthe users summarymadeby hand.
Thosewill bereportedn the nearfuture.
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