Structuring PersonalActivity Recordsbasedon Attention
— Analyzing Videosfrom Head-mountedCamera
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Abstract

This paper introducesa novel method for analyzing
videorecodswhich containpersonalactivitiescaptued by
a headmountedcamen. Thisaimsto supportthe userto
retrieve the mostimportantor relevant portions from the
videos.For this purposewe usethe user's behaviorswhich
appearwhenhe/shepaysattentionto something We de-
fine two typesof thosebehaviors,one of which is “gaze
at somethingn a shortperiod” and the otheris “staying
andcontinuouslyseesomething”. Thesebehaviorsandthe
focusedobjectcan be detectedby estimatingcamer and
objectmotion. We describe,in this paper the detailsof the
methodand experimentsn which the methodwas applied
to ordinary events.

1 Intr oduction

We often needa help for recordingor memorizingour
actiities. Although we canusuallyremembelimpressie
events, it is hardto recall thingsin detail, e.g., in which
orderwe did somethingor what wasthere. We hopede-
vices for augmentingour memory by visual information
processingFortunatelyin thenearfuture,wewill certainly
getwearablehardwarewith enoughcomputationapowerto
dealwith real-timeimage processingand large amountof
videos.

One of the leadingworks is DyPERSwhich gives ap-
propriate information to the usersaccordingto what the
usersees[]l. The systemretrieves pre-recordednforma-
tion whena pre-registeredobjectappearsn theusers view.
However, we still needconsiderableffortsto realizea sys-
temthatcanrecordour actiities andprovidesanappropri-
atememory

One of the most importanttopics is data structuring,
summarizationandretrieval from enormoussideorecords.
Videostakenas personalexperiencescan be long and re-
dundantandtheuserneeddo takegreatpainsin searching

for theright portion. This disadwantagemay spoil the merit
of videorecords.

For this purposewe proposeanewv methodfor structural
analysisandsummarizatiorof thevideodata.First, we de-
fine two typesof behaiors that occurswhenthe userpays
attention. Next, we describea methodfor detectingthose
behaiors by separatinghe cameranotionsandobjectmo-
tions. Then,we describethat structuringvideosbasedon
thesebehaiors effectively reduceghe users efforts to re-
call or retrieve theinformationhe/shewants.

2 Attention and Apparent Motion
2.1 Viewsfrom Head Mounted Camera

The systemneedsto capturethe views aroundthe user
atarnytime hewants. Oneof the bestlocationsof acamera
is on the users head,sincethe view from the cameracan
be similar to whatthe usersees.The usercaneasilyrecall
whathappenedby checkingtheview.

To dealwith videostakenfrom a headmountedcamera,
however, we have to solve thefollowing problems.

¢ Viewscanbeshaly. Theusermaysometimedeelpains
in watchingthosevideos.

¢ Videosareusuallylong andredundantlt requirescon-
siderabldime to look throughthem.

For this purpose,we proposea new methodfor struc-
turally summarizinghosevideos:

e |t picksup sceneghatthe usertendsto rememberand
thatcanbeanchorsf his/hermemory

e |t presentsa comprehensiblevervien and to enable
quick accessto the video contentsby providing the
above scenego theuser

It first appliesmotion estimationto animagesequence,
anddetectgwo kinds of scenein which the userintention-
ally looks at something.Figurel shows the brief overview
of ouridea.By presentinghosescenesthe systemenables
usto browseour activity records.
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Figure 1. Overview: The upperrow shovs wherethe
userwasandwhattheusercontinuouslysaw; thelowerrow
shavswhatusergazed.
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Figure 2. Headmotionin payingattention

2.2 Attention and Behaviors

When a personis paying attentionto visual objectsor
events,headmovementsshovn in Figure2 occur

For thesebehaiors, we first definetwo typesof atten-
tion.

Active Attention: We often gazeat somethingand track
it whenit attractsour interest. If the tamget staysstill,
headmotionwill be Figure2(a)or (b). If the personis
moving, they will be Figure 2(c) or (d). This type of
behaior lastsrelatively shorttime, e.g., afew seconds.

PassiveAttention: We often look vaguely and continu-
ouslyatsomethingaroundoursehesduringdeskworks,
conversationspr rests. This type of behaior doesnot
alwaysexpressa persons attention.However, thiskind
of scenecanbe avery goodcueto remembemherethe
personwas. Headmotionstendto be still asshovn in
Figure 2(a), often with small movementssuchasnod-
ding. Thedurationof thosesceness usuallylong, for
example,10 minutes.

We considerboth of the above asimportantkeys which
effectively representhe video contents.Hereafteywe call
thevideoframesin which thosebehaiors occurasscene(s)
of attention
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Figure 3. Apparentmotionvectorson active attention
2.3 Image Features

Head motions causethe apparentmotion of the back-
groundin animage,while the region of a targetis likely
to stay aroundthe image center In mostcase,therefore,
we have at mosttwo importantimageregionswhich have
differentapparenmotions.

background motion: Apparentmotionscausedy the
cameranotion, e.g., theheadmotion.

target motion: We assumehatthebiggestregion which
hasmotionsdifferentfrom thatof the background
draws theusers attention.If theregionis staying
almostat the samepositionof ourview, it hashigh
possibility of beingthetamgetat which theuseris
gazing.

In the caseof passie attentionwe have to considerFig-
ure2(a)with smallmovementor slow movementgor look-
ing around. The view doesnot changemuch,andthe im-
agestakenduringthoseperiodslargely overlapeachothet
Consequentlywe candetectpassve attentionby detecting
thebackgroundnotion.

In thecaseof active attentionwetrackanobjectof inter
est. Theapparentotionvectorsonthe objectarerelatively
smallcomparedo thoseon backgroundasshovnin theleft
columnin Figure 3. If anobjectis rotatingor deforming,
aregionwith complicatednotionvectorsappearasshavn
in the right columnof Figure 3. If aregion of the above
typesstaysin the view, we canassumet draws the users
attention.Althoughthisis notalwaystrue,we aryway tend
to remembethe biggesttargetmoving in front of us. Thus
the sceneor the objectcould be a good cue to recall our
actiities.

3 SceneDetection
Theflow of our scenedetectionprocesss asfollows:

1. Find the correspondencand motion parameterde-
tweentwo consecutie imageswhich areapartby one
to severalframes.Weapplyamotionestimatiormethod
basedon the centralprojectionmodel.



2. Detectstill sceneswhich correspondo passie atten-
tion, by finding portionswith smallbackgroundmotion
andby meiging them.

3. Detectatargetwhichis possiblygazedandtracked,by
usingthe correspondencebtainedby 1. If atamgetis
detected)abel the segmentas a sceneof active atten-
tion.

3.1 Motion Detection

First,two imagesaretakenfrom videodata.They arethe
imagesapartfrom eachotherby oneto severalframes.We
applieda motion estimationmethodbasedon the central
projectionmodel. Although not a few methodswith sim-
pler modelshave beenproposedfor video mosaicing(for
example, [3]), mostof them assumeconditionswhich do
nothold in our environment.Indoorobjectscanbe closeto
thecameraandthe depthrangein theview widely varies.

In centralprojectionmodel, the apparentmotion w(x)
of animagepoint x can be calculatedby usingthe cam-
eramotiont = (t1,t2,t3)7 andthe camerarotationw =
(wl, w2, W3)T.

u(x) = ﬁAt + Bw (1)
where,
| =f 0 =z
A= { 0 —f vy } ’
_ (zy)/ f —(f2+2d)/f
5 [ ~(PHA S —a))f - }

f isthefocallength,Z(x) is the depthat the positionx on
theimageplane.

We denotethe intensity I(x,7") at point x at time 7.
If the above cameramotion and rotation occurredduring
[T — ét, T, thefollowing relationshipdeally holds.

Ix,T)=1(x—u,T —dt)

Thuswe canexpectto getthemotionparameterby min-
imizing thefollowing error E.

E=> {I(xT)—I(x—u,T-dt)} )
T,y
To makethis calculationpossibleye assumehedepthis
uniformwithin eachsmallblock,e.g., ablock of 5x5 pixels.
We needa new methodfor applyingthe above calcula-
tion to shaly videosfrom a head-mountedamerathough
the above ideais basedon Bergen's method[4]. Notethat
the objective of this calculationis the correspondencbe-
tweentwo images,andthe above centralprojectionmodel
is usedmainly astheconstraintsin this sensetheaccurag
of the obtainmotionparametersgspeciallyfor the depth,is
notimportantif the correspondencis correctlyobtained.
Theprocesss asfollows:

1. By dyadic down-sampling,for example,1/2, 1/4, and
1/8, multi-resolutionimagesarecreated.

2. Theinitial motion parametersre given to the system.
For the most coarseimage, the motion parameter®b-
tained for the previous frame are givent. For finer
images,the parametersbtainedby the calculationfor
morecoarseémagesaregiven.

3. The error definedin equation2 is minimized by the
Levenbeg-Marquardimethod.

4. The above operationsare applied for all resolutions
throughouthevideo.

The abore methoddoesnot work well whenthe camera
motionis small, sincethe methodneedsto determinethe
depth. To preventthis, we first checkthe apparenmotion
by simply checkingthe differenceof thetwo images.The
two imagesareblurred,andoneof theses subtractedrom
the other If the sumof the differenceds smallerthanthe
threshold,we think thatthe cameramotionis too smallto
calculatethe abore motion parameters.

In this casewe just skip the motion estimationstepand
theimagesaregatherednto agroupwith nomotions(here-
afterabbreviatedasno-motion-goup).

3.2 Still SceneDetection

A still scends detectedy combiningtheabove obtained
no-motion-groupskor this purposewe checkthe apparent
motionsof theimagecenterbetweentwo still no-motion-
groups.If thetotalmotionis smallerthanthe predetermined
thresholdwe regardthosegroupsbelongto thesamescene.
Thuswe meiged them, and label the group as a sceneof
passie attention.

3.3 Active Attention and Target

Active attentionof theuseris detectedy separatinggo-
motion,i.e., apparenmotionby thecameranovement.and
objectmotions.

1. Theimageat the previous frameis transformedso that
theviewing positionandthe camereorientationis equal
to thoseof the currentimage. By usingthe motion pa-
rameters(t, w, Z(x), transformtheimagelr_s; atthe
frameT — ot totheview IX_;, attimeT.

2. Thesimilarity betweertheimagelr andI%._;, areeval-
uated.We considerawindow aroundeachpixel, eg., a
window of 5x5 pixels. Correlationof the two windows
from differentimagesatthe samepositionis calculated.

3. Thecandidateegionis detectedTheimageplaneis di-
videdinto smallblocks By, andthe numberN;, of pix-
elswhich correlationvalueis smallerthanthethreshold
thg is countedin eachblock. If Ny is largerthanthe
threshold:h., theblockis labeledasa candidateaegion.
If two or moresuchcandidateéblocksaretouchingeach

LForthefirst (initial) frameof asequenceheinitial motionparameters
areall setto zero,i.e., no motion.



other they aremeigedinto oneregion. Then,thelargest
region is detectedhsa candidateat the currentframe.
4. The score Py (t) for eachcandidateblock at time ¢ is

determined.
Pi(t) = { Py(t —1)+p if candidate
Pi(t—1) — g otherwise
wherep is the scoreobtainedfrom one frame, and ¢
is the forgettingfactor. At ary time whenthe scoreis
greaterthanthresholdth., we considerthe blockis the
targetof attention.

4 Experiments

We appliedour methodto several videos,ary of which
is around10 minutesin length.

Apparentmotionis estimatecht every four frames.The
resultsare usually satisfactoryfor our purpose. Sincethe
accurag of motion estimationthroughoutthe sequences
hardto measurewe evaluatedthe resultsby the number
seriouserrors. If the numberof the pixels which have no
correspondenceixels in the otherimage exceed30% of
the total numberof pixels, we regardthe caseasa serious
error. In our experiments the rate of thoseseriouserrors
is lessthan1%, thoughthe rateis slightly differentamong
videos.

Here we shov one example in detail. The video is
12 minute (22,000frames)in length, and recordedduring
cookingin the users home.The detectedscenesareshovn
in Figure4. In eachcolumn theverticaldirectionexpresses
the pseudotime axis. The leftmostimagesare detected
scene®f passie attention(still scenesandtheimageson
theright sidearescene®f active attention.

For eachsceneof passie attention,the representate
framesare the framesat the first or the last of the dura-
tion, andtheir sizesare determinedby the sceneduration.
Seven scenesare reasonablygroupedexcept that Scene3
andScenedreseparatedMotion estimatiorfailed at some
framesbetweenthembecausef the rapid headmovement
which causedlurredimages.

Scenesof active attentionare connectedto the corre-
spondingsceneof passve attention.If it hasnocorrespond-
ing scenejt is directly connectedo the vertical line. The
redrectangleén eachscenexxpresses candidateof thetar
getto which paidattention.

The detectedscenesare satisfactoryfor the summariza-
tion of thevideo. Mostof thedetectedargetsaretheobjects
at which the usergazed. The detectionresultincludesnot
afew falsepositives, in this case 4 scenedd, e, g, ando)
out of 23 detectedscenesWe needfurtherinvestigationto
eliminatefalsedetectionthoughthis is not a seriousprob-
lem.

5 Conclusion

In this paper we briefly presentedhe overviewn of our
video structuringscheme.We first shaved how the users
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Figure 4. DetectionResult: In eachcolumn, the verti-

cal direction expressegime passing. The leftmostimages
arethe still scenesandthe imageson theright sidearethe
scene®f active attention.Eachrectanglen theimagesex-

presses candidateof thetarmgetto which paidattention.

attention can be estimatedfrom videos taken by head-
mountedcameras.Then,we describedhe methodfor de-

tecting scenesof attentionby motion estimationbetween
frames. Although our experimentsaresimple,our method
shaved enoughpotentialfor realizingaugmenteanemory

Thisresearchs still atthe beginningstage We needfurther

investigationsuch as improvementtoward real-time pro-

cessinggvaluation,combinatiorwith otherimageanalyses
andsoon.
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